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Abstract: We explore a student carefulness model using cluster-based outlier analysis. In a 

related work by the authors, a predictive model of student carefulness was created, built and 

empirically validated using Philippine samples. Carefulness was found to exist in the dataset 

and could be robustly predicted using features derived from Physics Playground’s 

interaction logs. In this work, we found that clusters of outliers existed in the dataset and 

studied how these affect the model.  In our prior work we found that carefulness did not have 

any linear relationship with post-test learning gains. Investigating the outliers, in this study, 

resulted to findings that post-test learning gains of the outlying (least careful) and 

non-outlying (more careful) groups are significantly different. Further, we also found that 

the degrees of carefulness between the clusters within the non-outlying groups were also 

significantly different. With this finding, educational pedagogies and interventions can be 

more effective when we consider that carefulness among students are varied and can be 

addressed distinctly and not in general to be able to achieve the desired learning gains.     

Keywords: Carefulness, cluster-based outlier analysis, Physics Playground 

1. Introduction

We study carefulness in the context of Physics Playground (PP), an educational game that supports 

learning Newtonian Physics.  Carefulness has been modeled by PP developers as a facet of 

conscientiousness (Shute, et.al., 2013) and have identified in-game predictors. In our prior work, we 

have empirically validated these predictors using sample datasets from at least three different 

locations in the Philippines. Carefulness is a characteristic of a student’s actions that can be 

described as mindfulness, alertness, attentiveness or being thorough (Banawan, Rodrigo, Andres, 

2017). In this study, we investigated the phenomenon of outliers and discover its effect on the 

student carefulness model for Physics playground within Philippine sample sets.  This study would 

like to answer the research questions: With outlier analysis, which factors differentiate the students 

in terms of carefulness predictors?  

2. Methods

2.1 Student Carefulness in Physics Playground 

Physics Playground (PP) is a two-dimensional educational game designed for learning qualitative 

Physics. The player is expected to apply Newton’s three laws of motion by drawing objects and any 

of the different agents like ramp, pendulum, lever or springboard in the game’s levels/problems. A 

non-verbal understanding of the physical world and how it operates is exhibited by the player as 

he/she comes up with solutions to the different game levels. PP has been the test bed of prior work in 

investigating student behavior, affect or learning in general (Moore & Shute, 2017), (Ventura, Shute 

& Small, 2014). PP developers modeled carefulness and identified candidate in-game indicators. 

Carefulness means giving close and cautious attention to the task at hand and being 

thorough/painstaking in its execution (Morris, 1969). When a student is careful, he/she is most likely 

to avoid trivial and/or careless errors and is less likely to commit mistakes improving overall student 
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performance (Gong, Rai, Beck, & Heffernan, 2009).  In the authors’ previous work, a student 

carefulness model for PP has been empirically validated using the candidate predictors of the game 

developers and expanded these predictors to include in-game indicators of social science constructs 

that have been researched to be related to carefulness, i.e. reflectivity, mastery and novelty 

(Banawan, Rodrigo, & Andres, 2017).   

 

2.2 Cluster-based Outlier Detection 
 

Outliers are usually removed as they distort the resulting model. Not handling outliers skews the 

model such that the mean and covariance estimates of the observations do not reflect actual behavior 

of the data. There is, however, merit in outlier detection and analysis. Outlier detection has been 

used to find anomalies in datasets to better understand the deviation of observation points to the 

central tendencies or behavior exhibited by the entire sample. It involves finding patterns 

(anomalies, discordant observations, faults, defects, peculiarities, etc.) in data that do not conform to 

expected behavior (Chandola, et.al. 2009). A number of outlier detection work used clustering to 

detect outliers (Elahi, et.al., 2008) (Pamula, Deka, & Nandi, 2011) and resulted to an understanding 

of students’ behavior and detect students with learning problems (Romero, & Ventura, 2007). For 

this paper, the dataset was normalized to rescale the attribute values using the statistical 

normalization, z-transformation or z score. Then, we used X-means clustering (Pelleg & Moore, 

2000) to discover the optimal number of clusters (Jain, 2010). Further, we used the local outlier 

factors (LOF) in outlier detection (Breunig, Kriegel & Sander, 2000). We also computed the 

post-test learning gains from the test results of the students prior to and after their PP usage and 

performed independent t-tests to verify if there is a significant difference between the carefulness 

and post-test learning gains means between the clusters.  

 

 

3. Results and Discussion 
 

3.1 Outliers and Non-outliers  
 

Three well-separated clusters (clusters 0, 1 & 2) were formed after the X-means clustering algorithm 

was used. LOF was used in the computation of outlier scores of each student, which resulted to 

outliers found in the three clusters. Cluster 1 had all points computed as outliers, making cluster 1 an 

outlying cluster. The non-outliers were found only from the two clusters, i.e. Cluster 0 & 2. The 

mean carefulness of the outlying (2.24) and non-outlying (2.46) groups show that the outliers tend to 

be less careful than the non-outliers. The non-outliers, clusters 0 & 2, can be described as those who 

have more mastery as evidenced by the resulting cluster centroids for the features: badges earned, 

time spent on the problems and the re-attempts and those who, while also careful, did not exhibit the 

same level of mastery respectively. For the outlier group (least or not careful students), we found 

three sub-groups: (1) those who spent the longest time solving problems yet solved the least number 

of problems; (2) those who were able to solve the problems but solved them too fast; and (3) those 

who solved the problems in a non-optimal way by drawing the most number of objects;  

  

3.2 Comparison of Means of Carefulness and Post-test Learning Gain 
 

The results of the one-tailed distribution t-test of the 2 clusters in the non-outliers reveal that there is 

a significant difference between their mean values (p = 0.00016). Hence, within the non-outliers, 

there are 2 significantly different clusters, i.e. one cluster being the more careful cluster than the 

other. The result of the t-test on the post-test learning gain showed that there is a significant 

difference between the learning gains of the non-outliers from those of the outliers (p=0.02648). The 

two clusters of non-outliers are not significantly differentiated in terms of post learning gains but the 

outliers and non-outliers has been found to be significantly differentiated, with the non-outliers 

having higher post-learning gains than the outliers. 
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4. Conclusion and Findings 
 

We found that carefulness exists in both the outliers and the non-outliers and a statistically 

significant difference has been found between the means of the carefulness of the two clusters of 

students in the non-outlying (more careful) group, i.e. one cluster is more careful than the other. 

Interestingly, post-learning gains did present to be statistically differentiated between the outliers 

and non-outliers when in the authors’ previous work post-test learning gains did not have any 

relationship to the predictors of carefulness. As a contribution to this field of study, carefulness can 

exist in varying levels or degrees among students regardless of their level of mastery and creativity. 

With the outliers identified in this study, a clearer model of student carefulness has resulted: (1) that 

non-outliers (those who can be considered as careful students) can have significantly varying 

degrees of carefulness; (2) that post-test learning gains are more significantly pronounced with 

non-outliers than the outliers; and (3) that carefulness can even exist within the outliers, which 

explains why the previous work of the authors was able to build the predictive model given the entire 

dataset even without any anomaly or outlier detection.  
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