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Abstract: Massive open online courses (MOOC) provide a possible way for students to learn 
knowledge by themselves. Since the number of enrollments for each course is much larger than 
traditional in-person courses, it is hard for teaching faculty to master the learning ability of each 
student. However, estimating student learning ability is of great importance for delivering 
course content. Towards this goal, in this paper, we provide a novel way to estimate personalized 
learning ability for each student from their answering records in an exam by applying machine 
learning techniques, called truth discovery, which can automatically estimate a weight for each 
student and infer answers of questions. The weight can be considered as the student learning 
ability. The experimental results demonstrate the effectiveness of the utilized truth discovery 
approach for estimating student learning ability. 

 
Keywords: Student learning ability, massive open online courses, truth discovery 

 
 
1. Introduction 
 
With the rapid development of science and technologies, more and more people want to seek the cutting-
edge knowledge from massive open online courses (MOOC) and learn the knowledge by themselves. 
This is a new resolution compared with traditional in-person courses. In traditional courses, faculty can 
adjust the teaching speed and content based on the reaction of students. On the other hand, since the 
number of students is small, faculty is able to master the learning ability of each student accurately. 
However, for online courses, it is hard to estimate the learning ability for each student as the number of 
enrollments is much larger than traditional classes (Hwang et al., 2017, Yin et al., 2017; Yin et al., 
2015).  

However, estimating student learning ability is of great importance for delivering course 
content. If students master all the content, then teaching faculty may introduce more advanced 
knowledge to enhance the quality of the course. Otherwise, teaching faculty may introduce more 
details and provide more examples to help students understand the course content well. Thus, how to 
design a new approach to automatically estimate student learning ability is a key challenging task in 
massive open online courses. 

Existing work on student learning ability estimation mainly focuses on supervised learning 
(Lincke et al., 2019a; Lincke et al., 2019b; Wang et al., 2019). These approaches use machine 
learning and data mining methods to learn student learning ability based on the answering history 
data. For each question in the training data, the ground truth data are available.  However, for online 
courses, especially for the essay questions, it is hard to obtain the ground truth data. In this scenario, 
supervised machine learning approaches cannot work. Thus, the new challenge is how to estimate 
student learning ability even without using ground truth data. 

To address this challenge, in this paper, we provide a novel way to estimate personalized 
learning ability for each student from their answering records in an exam by applying state-of-the-art 
machine learning techniques, called truth discovery, which can automatically estimate a weight for 
each student and infer answers of questions (Li, et al., 2014; Ma et al., 2015; Xiao et al., 2016, Wang, 
et al., 2017, Zhang et al., 2016, Ma, et al., 2017; Zhang, et al., 2018; Yao, et al., 2018). The weight 
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can be considered as the student learning ability. We conduct experiments on an exam dataset 
collected from an online Japanese course at Dalian University of Technology. The experimental 
results demonstrate the effectiveness of the utilized truth discovery approach for estimating student 
learning ability.  
 
 
2. Exam Data Analysis 
 
The Exam dataset contains 43 questions, 199 students, and 8,544 answering records. Each question has 
four choices but only one correct answer. We provide distributions of student answers on three questions 
with different difficulty levels in Figure 1. The red bar represents the number of the students who 
provided the correct answers. 
 

 
(a) Question ID: 11                              (b) Question ID: 13                              (c) Question ID: 43 

Figure 1. Examples of questions with different difficulty levels. 
 
 In Figure 1, Question 11 is easy, and 97.0% students can answer it correctly. However, for 
Question 43, only 31.2% students can provide the correct answers. Therefore, this is a hard question. 
Intuitively, if students always answer correctly on hard questions, the learning ability should be higher 
than others, i.e., the answers provided by these students are more reliable. In other words, the more 
reliable a student is, the more likely this student would provide trustworthy answers, and vice versa. 
This principle is in accord with the idea of truth discovery approaches.    
 
 
3. Truth Discovery 
 
The goal of truth discovery approaches is to learn a weight for each crowd worker and estimate the true 
answer for each question or task. In our scenario, the weight of each crowd worker can be considered 
as the learning ability of each student, and we apply a commonly-used truth discovery model, called 
CRH (Li, et al., 2014), to estimate the learning ability. 
 Let  represent the number of students and  denote the number of questions. The answering 
record provided by the -th student on the -th question is denoted as . The goal of this task is to 
estimate the learning ability  for the -th student and infer the true answer  for the -th question 
following the above-mentioned principle, which can be mathematically defined as follows: 

 

where  is the set of inferred answers,  is the set of estimated learning ability of all the students, and 
 is the distance function. In this paper, we use 0-1 loss as the distance function, i.e., if the answer 

provided by a student is the same as the estimated truth, the loss is 0; otherwise, the loss is 1. The loss 
function is formally defined as follows: 

 

 We can apply iterative procedures to solve the above optimization problem as (Li, et al., 2014). 
First, we use majority voting approach to infer the true answers for questions. We then fix these answers 
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to learn the learning ability of students using , and in turn, we fix the 

learning ability to estimate the true answers, i.e., . These two steps 
are iteratively updated until these two parameters converge.  
 
 
4. Experiments 
 
We use error rate as the evaluation metric, which is defined as the number of incorrect estimated 
questions divided by the total number of questions , to evaluate the proposed approach for estimating 
student learning ability. The lower the error rate, the better the performance. We use majority voting 
(MV), TruthFinder (Yin et al., 2008), and Investment (Pasternack et al., 2010) as baselines, and the 
results are listed in Table 1. We can observe that the applied CRH can achieve the best performance, 
which illustrates the effectiveness of the used approach. 
 

Table 1. Performance Comparison. 

Method Error Rate 
MV 0.1163 
TruthFinder  0.2326 
Investment  0.2326 
CRH 0.0698 

 
Besides, to validate the reasonability of applying CRH framework, we conduct the following 
experiment. For this exam, the lecturer assigned scores for each question, and the full scores are 100 
points. We plot the comparison graph between the real scores and the estimated student learning ability 
in Figure 2. We can observe that the learned ability values (Y-axis) are positively correlated to the final 
scores given by the lecturer (X-axis), which clearly shows that the estimated weights by the CRH 
framework are reasonable and accurate to reflect the learning ability of students. 
 

 
Figure 2. Real obtained scores given by the lecturer v.s. the estimated learning ability by CRH. 

 
 
5. Conclusions 
 
In this paper, we investigate a new machine learning approach to estimate student learning ability. 
Through analyzing the results in a real online Japanese course exam, we validate the effectiveness and 
reasonableness of the applied approach. In the future, we aim to design more advanced and novel 
approaches for estimating student learning ability. 
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